
Analytieal Laboratory Report 62-AL-154
24 August 1962

Title: Computer Pro.-rs for Analysis of Sensitivity Data Following a Normal

Distribution

Oms No... 4230.1.1041.00

Prepared for: Engineering Testing

MIROD WTIO11

The term "sensitivity test" is used in stati'-ical literature to denote any
* experiment from which quantal data (yes-no, or success-failure response) are

observed as the intensity of a stimulus is varied. The stimuhLs may be the
striking velocity of a projectile and the response the penf-tration or
non-penetration of armor; or the stimulus may be the distance from muzzle to
target and the response the functioning or non-functioning of a fuze, and so
on. It is customary in the analysis of such experiments to use the integrated

co norml distribution as the model for describing the probability of "success"
Sas the intensity of the stimulus varies. (Other models such as the LoGistics

Curve are also used though less widely than the Normal Curve.)

Analysis of sensitivity data following the normal model requires
considerable computation except in very special situations. To facilitate
-iaking such analyses the computation of the maximum likelihood estimates of
the unknown parameters and related statistics was programmed for the Bendix
015-D Computer. The program is intended to be of assistance to engineering
personnel of DLPS in their analyses of tests of armor plate, penetration tests
of amunition, and in tests of fuzes for arming distance. The program would
normalI not be used to calculate the ballistic limit for a small test, but
could be used in the analysis of a series of small tests.

This report explains the use of the program, the input data, formulas
used, and output data, and gives some comments on the applicability of this
type of analysis to tests involving a small number of rounds. This work
was carried out as part of project "Procedures and Instrumentation on Techniques
for Industrial Testing".

THEORY

The theory of estimation by the method of maximum likelihood is developed
in statistical texts such as Crambr, Mathematical Methods of Statistics, and
its application to sensitivity analysis is descrited in a number of publications,
e.g. Dixon and Mood "A Method for Obtaining and Analyzing Sensitivity Data"
Journal of the American Statistical Association, Vol. 43 (1)Y nd L,-
Technic&! Note 151. A brief statement of some results of the Lborjy'hoever,
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must be given here so that data computed by the machine program can be properly

interpreted.

Nde1

The probability (p) of success with stimulus x is assumed to be

where M and T are unknown parameters.

Let Yi be a random variable taking values 1 or 0 deiuendin on whether the
outcome tif the trial is a success or failure at level xi of the stimulus.

Let Prob (Yi-l) n pi. Then Prob (Yi-O) = i - pi.

Estimation of Parameters j4 and a-

The likelihood equation is

?L
L - iTpi Yi(i. - pi)lYi where p1 is a function of , 0-

Solution of equations

aog L log L 0

S A

for. pand -gives the maximum likelihood estimates ^and C'.

Since the tvo equations above are not directly soluble, an iteration scheme
is employed. The equations for iteration, in matrix notation, are:

LOI
A0L.. o 0¢
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whem , a is a trial value. Solution of these equations (linear) for AV
anI&cr gives the first provisional solution as

: +  AC +

The iteration equations are re-evaluated with pi,, a, replacing and
second provisional solution is found.

The iteration is continued until Apand hAare "small". The final provisional

solution will be called the maxiazu likelihood solutions and denoted O a.

Istimation of Precision

Mucimm likelihood theory shows that pc and T (for large sairle s) are
Jointly normally distributed. The theory also shows that any provisional
solution has the same asymptotic distribution. Since the distributions are
the sam no loss in accuracy is incurred by treating the provisional solution
as the mxium likelihood estlate. In large samples (A-p.) and ( -r) are
approximately normally distributed with zero means and covariance matrix, the
Inverse of A where

This problem has been handled as three. separate programi corresponding
to three different coafiZurtio.:s of data.

I. Grouped Data. This class is characterized by more than one Lr1Il it
each xi, or by a large number of trials for which the xi can be grouped for
convenience according to comnon statistical practice.

II. Uroupd Data. Here the number of trials is small and only one
trial is conducted at each xi. In practie more than one trial may have beeo
performed at some values of x, but the trials are treated as though the x values
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are distinct. This part is further subdivided because of a peculiarity of the
method of estimation when no "orie or mixed results (ZR) occur. Call xH the
largest xi for which a failure occurred, and xL the smallest xi for which a
success occurred. A zone of mixed results exists if and only if xH > xL. The
program for this situation is called "Ungrouped Data, MR."

When xH -< xL there is no zone of mixed results and the estimation procedure
used in the foregoing fails because the estimate of the scale parameter (a)
is zero. This situation, though regarded as an exception, occurs quite often
in small samples. The data provima no estimate of 0" ; 4 can, however, be
estimated if 0 is known or can be assigned a reasonable value, say no less
than one-half nor more than twice the true value. This program is labelled

Ungrouped Data, No. ZMR."

The details of data input, formulas for machine use, and of typed out
results are contained in the paragraphs that follow. Aithough each program is
treated separately formulas for "Ungrouped Data, No. ZHR" are given as modifi-
cations of those in the program for "Ungrouped Data, ZM".

In tne formulas of all three progremL, use is made of the following symbols
not previously defined.

ti = (xi' )/m" where kL and Omay have affixes denoting them
as provisional or maximum likelihood solutions.

2

Z(ti) W Zi . e"ti/2 Ordinate of the normal density

V(t1 ) Z(ti) (Sce Inclosur I.)
1-p(ti)

d> o A constant chosen for each set of data (in
the U,4ts of x) to halt the iteration process.

p rocuzz Ialtz whan la~i, t IC .d.

Grouped Dat

1. DNta for input ure:

(a) A set of ordered values xi, the number of trials tit level x1,
rnd tho number of successes ,A that level.
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xi - level of stimulus

n, a number of trials at level xi

Uji - number of successes at level xi,

i- - -_

i ertc.

(b) A first guess r ) of the wignown parameters. These can
usually be estimated from a plot of the data on normal
probability paper.

(c) A value d.

NOME: The proexaza will take a maximum of 15 values of x. These need
not be equally spaced.
A

2. P4. and S"are calculated by the folloving process:

(a) For each xi calculate

ti - (xi - m,)/(

v(ti) and v(-ti)

(b) Form the followiW, su~s

a a (ni'mi) v(ti) a' . M.i V('tj)

b - (nj-mr) tj v(tj) b' - 11i tI V(-tj)

c - (ni-mi) Lv(ti))2  c' a Irni L(-tl)]2

d - 5I(i-mi) t12 v(tj) d' a 8L, t,2 v(ti)

e = (ni-mi) tj Ev(ti)] e' - Imi tL v(-ti)J 2

f - F(ni-mi) ti3 V(tj) f, - M t13 w(.t 1 )

C a (ni-m±) ti L v(t,)] 2 '- .i ti 2 , V (t 1)j 2
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(c) Solve the following 2 equations for A-and AC*

b - c -b' - ' l+a. (a-a,)/C - -b-_+ -•-a -' - e' .a'

. (b-b')/ , d - e -a - d' - e' +a' + f - 2b - g - f' 2b' - '

(d) Then IA, + 1,r.

,- (~~+~,~"C

(e) Repeat steps (a), (b) and (c) with p,, replaced by ,.-,,(,.

Continue the iteration until the stopping rule halts the iteration. The last
values A.k, O k are taken as ' I '.

4 A

3. Preci.sion otfrcO is calculated as follov:

(a) For each xi calculate

ti - (xi - P)4

zi, v(ti) and v(-ti)

(b) Form the folloving

Inj zi(v(ti) + v (-ti)]

C : £ni tf &I [v(ti) +.(-td)

AC- 2 . D

vwa * C/ID

Var -A/D

m . -/D
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1. The following results are typed out by the computer.

(a) jAv.,C and successive provisional solutions, as well as successive
values A and A'.

(b) D, VUi'., va ^andovjr.

lMgru..ped ata, ZMJ

1. Data for Input are:

(a) A set of unordered values xj and an associated indicator of "success"
or "failure" 4d. d a 1 if success, S 0 if failure.

xi t

etc.

(b) A first guess (,t ,c ) of the unknown parameters (optional). If

no special first guess is desired, the computer makes a first
estimate from the data.

(c) A value d.

2. . and T are calculated by the folloving procces:

(a) Examine zi to find xU and xL.

IO- (xil + xL)/2

(b) Fr each x, calculte

ti - (xi -

v(t t ) for Yj havlw 's 0

w(-tt) for xj having 4. 1.
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(c) Form the following sums

For x's havi-ng cS-0 for x's having c8u 1

a- Iv(ti) al - 1 v(-tI)
b. t, v(ti) b'. ti v(-ti)

c a , v(ti)]2 c' - C v(-ti) 2

d . _t12 V(tj) d, . E tJ 2 v(..tl)

e. :tj L v(t)j 2  e' . ti L V(-tJ 2

f E tj3 v(tj) ft . .t13 v(-tl)

g Z t 2 v(ti))2 g' a ti L V(-tj)

(d) Sojve the fol).oving 2 equations for AdAand &C .
.(a. a')/ b - c - b' I co p.. d" d' - e li' V

-(b -b')/ d - e - a do - to + a .A; 4+ f -2b) g - ff + Z1), g#K

(e) Then M. - IA, + ,.

"I -e &

(f) Rep ,at steps (b), (c) and (e.) vith p. replaced by P,,
Coatinue the iteratio. uutil the stoppi.n; rule halts the itemtLopi. The last
values A-k, Ck are taken as

3. Precision of A i is calculated as fo lavs: (optional)

(,A) ?or each Xt c41cUlate

*j (XI - P". )ta-

zi, v(ti) and v(-ti)
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(b) Form the following

I tj Zj I V(ti) + V(mtL))

D aAC D2

ar~ -C/b

a mA/D

i.The follwing results wre typed out by the computer

(a) tk4.T, axA successive provicional solutious, doe veil do sacceroive,
values IUA.Ma

(1)) D, sV"P, "r~ ,i~ndeay. %opt tonml)

~ngro~e4 uta, so Z5 (3xpreased as a modification of the precedi.-i pro rc=)

1. Dstd for Input are:

(a) so chaw .

(b) Ana asAmmd or known value of T. to~ Is .timte by the cotcpr.

(c) No chauae.

A2. .& Is caiculateC IV the following~ proe.au;

(a) Oa1t estlmte of C

(b) Ro ace CbyC

(c) CLc" te i o S , a' b.- b, c oM c.
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(d) jolve for &p.

b - -b

(e) and (t) Onit reference to (-.

3. Precision of p- Is calculated as folloes: (optional)

(a) o change except that C.

(b) Calculate oW4 the quantItlesA ad 1/A.

4. The following results are typed out by the c€uter.

(a) )40 and successive provisional solutions as well as values of t..

(b) u'* 1/A. (optional)

CONCUS8

The estimation procedure used in this prora for satal tical estiitoa
of' unknown paramters has a nutber of desirable proerten (unbiased, Rino MM
vari4no. estimates) vhen the nmber of trials 1o large. Aslavely little Is
known from a purely mthamticel polnt of view ubut the eftizates when the
namber of trials Is mail. Results of a nutber of i.vestiations using
simAlated trials as vel as experimental dsot i-dieate that the estimates of I&
ae miased for practleal p rposes but t~t vstLmates of C an the average
are too mall. (See erst heport on Or Project Tbk-005B, Rt o. DN-Th3-10
tA July 1 j1 for a d seunslon of so or the results of vartous ctrtsona.)
It is bellevet that estimates of pcan be as" wiesltstUn'4y even %ben stoes
are very mLU. 2stieates of ( , however, are not only biased but are extrm1.3
variable wndr such conditipas and mst be used vith utmost caution. Si1e the
estimates of precision of #, and , %re proportiotal to a, the statiutiOal
vartab/lty of the latter is reflected In the". Ouidelnes for t.use o theme
statlitco for very smsU wiles have aot as yet been developed. (For SU
*mples the experimntal technIqui,such s p-&r dm, Is probably nor
influential In diterailnnjt thee. statistics than is the estimation procefts.)

An essential, preliMnary step In the appi cation of the prooe re to
sll mwples is a careful exasinatlon of the data. First, If no &at. of ai

results exists, no estLmaWc of T (other than cra) ca bc obt~i.wd. Ison4,.he
probabillty of success Is an Incressig afunction cf the sttmuas a. fbweftre,
if the hbidst valvea o z resulted in a ftlrs, or the Imust value of z resetltd
in a success, attemts to estlmt*e C wll tzener&W Do fut lie. The process
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uswuall diverges with O* increasing vithout limit. This situation is the result
of incoplete testing (soeimets unavoidable) and can not be rectified at the
data analysis stage. Third, If there is no ZNR and a value of cr is assumed in
order to obtain an estimate of /, the estimate of the precision of A should
not be relied upon since it is proportional to the asswse4 0. In other vords,
choie of a different value for a- would probably change 4A very little but
would change its precision estimate.

Although the computer program vas developed for the analysis of test
data, it also provides a means of conducting further vark, employing simulated
experiments from known distributions to determime properties of this estimation
procedure for mali samples.

.... XAMri

Two examples are given to illustrate the tse of this program. The first
is taken from a test to deter ne fuze arming Wtsunce and uses the program
for grouped data. The second is from a teat of a projectile for penetration of
amor and is an example of ungrouped data having a zone of mixed results.

R 1 The following data was obtained in the experiment.

Distance from No. of Rd No. of Fuzes
Muzzle to Target, in. Fired Armed

575 9 1
581 10 3
587 10 3
593 10 5
6o 10 6
606 8 6

These dati are fed to the compAer vith the diatances as xi, the number of
rounds fired as ni, and the number of fuzes Armed as xz. A plot of ratios,
Mu/nj on normal probability paper suggests A- 596 aud O 18. a was chosen
as 0.1. The cemputer types the following results. (The computer automatically
prints 7 decim&ls in all resulti unless speoial instructiouu are inserted.)

0 596.o00o00o -l..0o96l47 18.0000000 .633687
1 594.7903852 - .0100556 16-6334687 -396064,S
2 594.7803295 .0016863 19.0295337 •.265457

- 594.7820159 " -) 05607?5

var iL - 12.696-65
VWr 39.1847315
coY I a 7.2206360

The staidard errors of ,1.4 and r are 3.56 and 6.26 repeitvely'.
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Often a confidenee interval for a given percentile is desired. Suppose
the 5th percentile is to be '-stitf !d as well as a confidence Interval for tlt.

A~~~6 ( -. l6&T - 563. 5

A A
Since 1^ and 4 a rt: Joi&Ji norzally distributed with variances and veovrianoe
as calculated vbore, - is also normmlly distributed.

A 11

Var P- ar T (1.) - 2 (1.64) cov'' ,O.

Subtitution of calculated vulue.s gives var P5 m 94.41, and standa-rd je'viati0n,
5 a 9.71. Thus the interval can be written as

563.5 - 19.71 < P5 < 563.5 + K).71

where K ir chosen from normal tablcs to givw the desired co:-fidcnce coefficient.
For exa ple, K - 1.96 for a coefficient of 95%, arid

5144.5 4 P5 < 582.5.

2. The following data were obtained in a penetra.tion test of a
projectile.

Strikin -Velocity
o Proiectile, I'P3 Results

636 partial penetration
769 f n

828 complete
44 1 :
812 partial

893 corpletc
859

The &ata are transcribci for the crputer as

636 0
769 0
828 1
8644 1
81? 0
859 0
893 1
859 1

pt(oaxe catimated Dy the computer, d Is taken as 0.1.
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The OMPUter type the follmov table

- 1 Izl,, __-______ _________"

0 81-50.oooooo -1o.82139 3.00000oo - . 958355
1 830.6786090 - .6i874b3 34.o 15644 3.7175175
2 830.05986 - .1775926 37-7590319 1.14895o2

829.88268o - .o3 '77 3..90B322 .o880689
&829.8691202 -. 0000580 38.9961012- .00041379

I .829.86o62 (r" 38.9965391
A - 81.5176056

vftr - 800.688885i
COT . -14i.7.0"Ji5795

1 mci (l 0BNa. RAGAN (
v(t) functions Act7 Ohirf

Anmw4tical Laboratory



Appr.imation of Certain Functions in NRL Technical Note 151

In maxim- likelihood procedures for estimation of parameters = and si';a
of the normal curve frou sensitivity data functions Z/P and Z/Q are needed.
Since P and Q are definite integrals, their repeated calculation is time
consiuinig. Consequently, for machine programing of the procedure approximations
that reduce the calculations have been developed.

Z(t) . 1 e't212

P(t) . J z(x) dx

W(t) . Z(t) w(t) - Z/Q, and v(-t) . Z/P in ML Note 151
1 - P(t)

t

rrom tr

_ -2.5 v(t) . .38942 e-t 2 /2

v(t) - Co + cIt + c2 t 2 + c3t3

_ o __ 1_2 ,3

W2.5 -1.5 .8911463 .84a8656 .2727600 .o301 958
-1.5 -1.0 .8187139 .7014965 .18o)86 .0)81483
.1.0 - .3 .7$)35070 .6409503 .1894o04 -. oU1LIlU
.•3 1.0 .7979035 .6365250 ,o84799 -. 01780600

1.0 2.5 .7847894 .6702693 .078o463 -.00637033
2.5 5.0 .6873630 .7831186 .03346049 .. 002025425
5.0 CO .18629 1.000000 0 0

Incl 1


